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1. INTRODUCTION

Let {Ui}~l , rp, and tj; be given functions in C(l), where 1 is some fixed finite
interval, and let du be a finite nonatomic strictly positive measure on I.
For p E [1, 00], we denote by Ei¢) and Ep(tj;) the error functions in the best
LP-approximation to ¢ and tj;, respectively, from [Ul ,... ,unl (~-span{ul ,... ,un}).
For p < 00, the LP-approximation is taken with respect to the measure du.
For p = 00, we shall consider the usual Tchebycheff (L"') approximation.
The main result of this paper is the following theorem.

TflEOREM 1.1. Assume {u1 , ... , un} and {u1 , .•. , Un, ¢, tj;} are Tchebyche./f
(T)-systems on I, n ~ 1. For p c (1, (0), the zeros of Ep(¢) and EivJ) in I
strictly interlace. For p ~ 1, either the zeros strictly interlace, or EtC¢) has
exactly n sign changes, and sgn(E1( ¢)(t)) ~= sgn(E1( tj;)(t)) for all t E int(n
For p ~.= CX) we need assume that 1 is closed. In that case we have both strict
interlacing of the zeros and weak interlacing of the points of equioscillation_

Various cases of this general theorem have been obtained by others. We
shall shortly review some of these results. Our aim in proving Theorem 1. J
is twofold. First, we have attempted to unify various known but disparate
results on interlacing properties of zeros of the error functions in best
LP-approximation. Second, we wish to show that these interlacing properties
are really rather simple consequences of the Tchehycheffian properties of the
underlying system.

Theorem 1.1 may be applied in several contexts. First, let us assume that
{u1 ,... , Uk} is a T-system on I, for k ~. n, 11 ..11, n :·2. Denote by qk,p(t),
k = n, n + 1, the error function in the best Jj-approximation to Uk,,(t)
from [Ul ,... , Uk]' If qn-:-l,p(t) = un+2(t) - 2:.::11at,pui(t), then by the identi
fication ¢(t) = un-:-lt) and l~(t) = un_elt) - d;:..,.l,pUn _'l(t), it follows that
Er,(cP) ~"" qn,p, while Ep(if-;) = qn+1.,,' The conditions of Theorem U are
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satisfied and since, as is well known, qk,v has exactly k sign changes in I,
k = 11,11+ I, we obtain

COROLLARY 1.1. The 11 zeros of qn,v and the n + 1 zeros of qn+l.V strictly
interlace in I for 1 ~ p < co. If I = 1, then strict interlacing of the zeros and
weak interlacing of the points ofequioscillation holdfor p = co.

In the special circumstance where u;(t) = t i-\ i = I, ..., n + 2, the inter
lacing of the zeros of qn,2(t) and q,,+1.2(t) is a classical result concerning
orthogonal polynomials on I with respect to the measure da (see [13, p. 46]).
The interlacing of the zeros (and of the points of equioscillation) of q",aJ
and q"+l.aJ is a well-known fact which follows from the identity qk,oo(t) = Tk(t),
k = n, n + 1, where Tk(t) is the kth Tchebycheffpolynomial of the first kind.
In 1952, Atkinson [2] generalized this result by proving the strict interlacing
of the zeros of qk,p and qk+l.p for I < P < co where, as above, Ui(t) = t i- 1,
i = I, ... , n + 2. He later extended this result (see Atkinson [3]) to the case
p = co, where in place of the usual L aJ-approximation he considered the norm
defined by IlfIILoo(w)= maxxE1 IJ(x) w(x)l, where !V(x) is a continuous,
positive function. For our methods, this weight function makes no difference
in the result, since if {u1 , ... , un} is a T-system on I, so is {U11V, ... , unw} for any
positive, continuous function w.

The study of the case p = co was initiated by Shohat [11] in 1941. Among
other results, Shohat proved that if p,,+l)(t) is of one sign, then the
points of equioscillation of the error function in the best approximation of
J(t) by polynomials of degree 11 are interlaced by the points of equioscillation
of T,,(t). The condition on J(t) implies that {I, t, ... , tn,J(t)} is aT-system.
Results of this type are also discussed by Paszkowski [8].

Another application of Theorem 1.1 is obtained from the following
specialization. Let {Ul ,... , Uk}, k = 11, n + 1, n + 2, and {u1 , ... , Un , un+2} be
T-systems on I. Let hk,rit) denote the error function in the best D'-approxi
mation to un+it) from [u1 , ... , ud, k = n, n + 1. If hn+1,it) = un+lt) 
'L."::11 bT,pu;(t), then choosing e/>(t) = un+2(t), if;(t) = un+2(t) -b~+I,vUn+1(t),
we have Eie/» = h",v' Eiif;) = hn+1,v' The conditions of Theorem 1.1
are satisfied. Furthermore, by the above assumptions, E v( 4» has exactly 11 sign
changes and Elif;) has exactly n + I sign changes in I. Thus,

COROLLARY 1.2. The n zeros ofh",v and the 1l + 1 zeros ofhn+l. p strictly
interlace in I for 1 ~ p < co. Ifp = co and 1= 1, then strict interlacing of
the zeros and weak interlacing of the points ofequioscillation hold.

If Ui(t) = ti-l, i = 1,... , n + 1, and un+it) = J(t), where j<n)(t) and
j<n+l)(t) are of one sign on I, then the above assumptions are satisfied. The
interlacing of the points of equioscillation of hn,oo and hn+l. CXJ , in this parti
cular case, was first proved by Shohat [II].
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A third area of application is the following. As in the previous case, we
assume that {U1 ,... , Uk} is a T-system for k = 11, n + 1, n + 2 and
{u1 , •.• , Un , un+2} is also a T-system. Let 1f; = U n+2 and ¢ = U n+1' Thus
Eiifi) and Ep(<:f;) each have exactly n sign changes in I, which strictly interlace.
In Section 5 we also deduce the manner in which these zeros interlace.
Rowland [10] established some of these properties in the case where p = C(),

u/t) = t H , i = 1,... ,l1i Un+1(t) = g(t), and Un+2(t) = f(t). His requirements
were thatg1nl(t) andfl>l)(t) be positive, and f(nl(t)!gln)(f) be a strictly increasing
function on I. The first requirements imply, as we have noted, tba,
{I, t, ... , t n-\ g} and {I, f, ... , tn-\f} are T-systems. The third requirement
implies that {I, f, ... , tn-I, g,f} is a T-system on I.

It should be noted that the case of periodic functions often demands the
full generality of Theorem 1.1.

Some recent applications of the present results serve to establish the
interlacing of the zeros of p".P and Pn,P"Tl in (0, 1), where Pn,l) is the unique
solution of

normalized so that Pn.vCO) = 1, where Tn is the set of all trigonometric
polynomials of degree ~n (see [15)). An essentially similar property holds ;f
Tn is replaced by 7Tn , the set of algebraic polynomials of degree ~11 (see [lD.

The organization of this paper runs as follows. Section 2 contains some
preliminary definitions and properties. The proof of Theorem 1.1 is [0 be
found in Sections 3 and 4. In Section 3, we prove the theorem for p E (1, %l
Section 4 presents the proof for p = 1 and p =XJ. Section 5 contain"
applications and extensions.

2. PRELIMINARIES

Let I be as above. In this section we recall some basic facts concerning
continuous T-systems on I. These facts, with perhaps minor modifications,
may all be found in Karlin and Studden [5J, or in Gantmacher and Krein [4].

DEFINITION 2.1. The system {U;};;"1 of continuous functions on an interval
I is called a T-system if det(ui(tj))~,j~1 =F 0 for every choice of [1 < ... < t"

in I. For convenience, we shall always take the sign of the determinant to be
positive.

The following concepts will prove relevant.

DEFINITION 2.2. For any fE C(I), we call fo E int(I) a nonnodal zero off
provided thatfvanishes at fo but does not change sign there. All other zerGS
are called nodal.
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DEFINITION 2.3. For IE C(I), let Z(f) denote the number of zeros ofI
in I, with the convention that nonnodal zeros are counted twice. For any
real piecewise continuous function I defined on I, let S-(f) denote the
number of sign changes of I on I, counted in the standard fashion. These
numbers are not necessarily finite.

An elementary, but decisive, property of T-systems is contained in the
following lemma.

LEMMA 2.1. The system {Ui};::l is a T-system on I iff Z(u) ,s:; n - 1
whenever U is a nontrivial linear combination of the u/s.

The next lemma may be found in [5, p. 30].

LEMMA 2.2. Let {Ui}~~l be a T-system on 1. For any k prescribed distinct
points in int(I), k ,s:; n - 1, there exists a u(t) = L;~l aiu;(t) with nodal zeros
at these points, which vanishes nowhere else in int(I).

With the aid of Lemma 2.2 it is a simple matter to prove the following
result.

LEMMA 2.3. Let {Ui}~~l be a T-system on I, U,: E C(l), i = 1,... , n.

(1) Assume that du is a finite nonnegative (nontrivial) measure on I and
fE e(l). If

ff(t) u;(t) duet) = 0,
·f

i = 1,... ,11,

then either S-(f) ~ II or f == °on supp(do).

(2) Assume that du is a finite nonatomic strictly positive measure on I
(i.e., supp(du) ,= I), andlis a piecewise continuous function on 1, which is not
zero a.e. there. Then

implies S--(f) :;>- n.

ff(f) u;(t) duet) = 0,
of

i = 1,... ,11,

3. INTERLACING PROPERTIES IN THE SPACE LV, 1 < p < 00

Let {ul ,.,., un} and {u l , ... , Un , 1>, ¢;} be T-systems on I, and assume
{U;};~l' 4>, 0 E C(l). For fixed p E (1, 00), let gl(t) = E1J(4))(t) and g2(t) =

E,l¢;)(t), where E,l4», Eve¢;) are as defined in the introduction. We assume
here that du is a nonnegative finite measure whose support contains at least
11 + 2 points in I.
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THEOREM 3.1. The zeros ofgl(t) and git) in I strict!..., interlace.

The proof of Theorem 3.1 is divided into a series of lemmas and propo··
sitions. In the first part of this section, we prove the following result.

PROPOSITION 3.1. For gl(t) and g2(t) as above,

n ~ S-(ex.gl + (3g2) ~ Z(ex.gl + (3g2) ~ 11 -+- 1

for all real ex., p, ex.2 + f32 > O.

Proof We immediately obtain the inequality Z(exg1 + j3g2) :(; n -'- 1
from Lemma 2.1 and the fact that {ul ,... , Un , 4>, lji} is a T-system on f.

Set
j = 1,2. (3.1)

From the orthogonality relations characterizing the unique best V'
approximation on I from {Ui}?~1 (see, e.g., [14, p. 64]), it follows that

rhit) u;(t) da(t) = 0,
oJ

i = 1, ... , n, j = 1,2. (3.2)

A direct application of Lemma2.3 (1) and (3.2) yields, for y, 8 real, y2 -+- 82 >0.

(3.3)

or yhl + 8h2 == 0 on supp(da). We now show that

for some y, 8 real, y2 -+- 82 > O. This fact follows from the relation

sgn[a -+- b] = sgn[sgn[a] I a 11>-1 -+- sgn[bJ i b [1'-1]

holding for real a, b. Indeed,

Sgn[ex.gl + pg2] = sgn[sgn[ex.glJ I ,cx.gl [P-l + sgn[{3g2J ! f3g2 :;;-1]

= sgn[sgn[ex.] lex i1'-1 hI -+- sgn[{31 i f3 !1'-1 h2].

Thus ylll + Oh2 has at most n -+- 1 zeroes on I and cannot identically vanish
onthesupportofda. Q.E.D.

Note the important fact that Proposition 3.1 implies that cx.gl(t) + f3g2(t)
has no nonnodal zeros in (0, 1).

The next proposition is a modification of a result of Gantmacher and
Krein [4] (see also Lee and Pinkus [6]).
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PROPOSITION 3.2. If ([J, P E C(O, 1), and n ~ S-(rx([J + (3lJ1) ~
Z(cx([J + (3lJ1) ~ n + 1 for all real rx, (3, rx2+ (32 > 0, then the zeros of([J and
Pin (0, 1) strictly interlace.

Let {ti}7~1 , to = °< t1 < ... < tk < tk+1 = 1 (k = nor n + 1) denote
the zeros (sign changes) of ([J(t) in (0, 1). Let Ii = (ti-1 , ti)' i = 1,... , k + 1,
and jet) = P(t)j([J(t).

The proof of Proposition 3.2 is divided into a series of lemmas.

LEMMA 3.1. jet) is strictly monotone in each Ii, i = 1, ... , k + 1.

Proof If f(t) is a constant c on a subinterval of I of positive length, then
Z(P - c([J) = 00, contradicting the hypothesis of the proposition. Iff is not
strictly monotone on Ii, thenfhas a relative extremum at some point Xi E Ii'
The function P(t) - j(x;) ([J(t) has a nonnodal zero at Xi , contradicting the
hypothesis. The lemma is proved.

LEMMA 3.2. f(t) has exactly one zero in each Ii, i = 2,... , k.

Proof Since j(t) is monotone in each Ii, i = 1,... , k + 1, both

lim f(t) = li-
t--'Jg~·-

and

exist as extended real numbers for i == 1,... , k. We shall show that none of
these li+ and li- is finite. Taken together with Lemma 3.1, this implies
Lemma 3.2.

Let us assume that either li- or li+ is finite. Since ([J(ti) = 0, it follows that
P(ti) = O. We are concerned with one of the following four cases:

(i) Exactly one of Ii+ and l;- is finite;

(ii) 1/ and li-- are finite and unequal;

(iii) li+ = li- (finite) and f is monotone in a neighborhood of ti ;

(iv) li+ = li- (finite) andfis monotone in opposite senses for t E Ii and
t E 11+1 .

If either of cases (i) or (ii) occurs, let c be any real number between 1;-1- and
li-' while if case (iii) holds, let c = Ii+ = Ii-. Then P(t) - c([J(t) has a non
nodal zero at ti since ([J(ti) = P(ti) = 0, and ([J(t) changes sign at ti . This
is impossible.

Assume case (iv). Let c = li+ = li- and assume, without loss of generality,
thatj(t) ~ c for t in a neighborhood of ti' Now, pet) - c([J(t) has at least
n sign changes in (0, 1), one of which is at ti . Thus P(t) - c([J(t) + E([J(t)
has, for E > 0 sufficiently small, at least n - 1 sign changes bounded away
from ti' Since j(t) is strictly monotone in Ii and 1m , pet) - (c - E) ([J(t)
has a zero slightly to the left of fi, a zero slightly to the right of ti, and
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vanishes at fi' Thus pet) - (c - E) 1:>(t) has at least n + 2 zeros in (0, 1),
a contradiction proving the lemma.

Since 1:>(t) and P(t) are interchangeable in the above analysis, Proposition
3.2, for n ;> 2, follows from Lemmas 3.1 and 3.2. For the cases n = 0 and
n == 1, the following additional lemma is needed.

LEMMA 3.3. 1:>(t) and P(t) have no common zero in (0, 1).

Proof Assume 1:>(f) = Pet) = O. Let jet) = P(t)/(ji(t) and get) =
([J(t)/P(t). Both jet) and get) are, by Lemma 3.1, strictly monotone in some
neighborhood to the left and in some neighborhood to the right of r
Furthermore, their limits, as t ---+ f from above and below, exist and are
infinite by the proof of Lemma 3.2. A contradiction immediately ensues,
and the lemma is proved.

The proof of Proposition 3.2 is complete.

Proof of Theorem 3.1. If I is an open interval, then Theorem 3.1 is a
consequence of Propositions 3.1 and 3.2.

Assume I = [0, 1) and gl(O) = O. Since !1 ;> 1, let gE (0, 1) be such that
glet) = 0 and gl(t) 0/= 0 for all t E (0, f). From Lemma 3.3, g2W -F O. We
must prove that g2(0) -F 0 and glt) has a zero in (0, g). Assume git) has no
zero in [0, g]. This immediately contradicts the monotonicity of g2(t),'gl(t)
in (0,0 (see Lemma 3.1). Now assume giO) = 0, and by interchanging gl(t)
and g2(t) if necessary, assume g2(t) -F 0 in (0, n Assume also that
gl(t) g2(t) > 0 for t E (0, g). Then limH- glt)!gl(t) = 00 and limH "

g2(t)!gl(t) 1) = c ;> 0, c finite. g2(t) - cgt(t) has n sign changes in (0, 1) and
thus, for a sufficiently small E > 0, glt) - (c + E)gl(t) has n sign changes in
(0, 1) bounded away from t = 0, a zero near t = 0, and a zero at t = 0
Therefore glt) - (c + E) gl(t) has at least Ii + 2 zeros in I = [0, 1), a
contradiction.

This same analysis applies when 1= (0, 1] and J = [0, 1).

4. INTERLACING PROPERTIES IN THE SPACES U AND Lx

As previously, let {ut , ... , un} and {ul , ... , Un , ep, if;} be T-systems on I,
and assume Ut , ... , Un, ep, if; E C(l). Let gt = E1( ep) and g2 = Et ( !f;), where
E l ( ep) and E1( if;) are as defined in the introduction. In this section we assume
that da is a finite nonatomic strictly positive measure on I. We first prove
the following result.

THEOREM 4.1. The zeros of gl(t) and glt) on I strictly interlace unless
S-(gl) = S-( g0 = n, in which case sgn gICt) = sgn g2(t) for all t E int(I).
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For j = 1,2, set hi(t) = sgn gj(t) for t E intel), and let hi(t) be continuous
at the endpoints. Since {UI ,..., un} and {UI ,... , Un' g" 'f1} are T-systems on I,
gI(t) and glt) are uniquely defined and Z(gi) ~ n + 1, j = 1, 2. Thus
I hJCt)1 = 1 a.e. on I, j = 1,2, and the orthogonality conditions (see
[14, p. 38])

are satisfied.

Lhit) ult) duCt) = 0, i = 1,... , n; j = 1,2, (4.1)

LEMMA 4.1. For hI(t) and hlt) as above, n ~ S-(hj) ~ 11 + 1, j = 1,2,
and n ~ S-(lII ± h2), unless hI(t) ± h2(t) = °on I.

Proof This is an immediate consequence of the Tchebycheff property of
{UI ,..., Un' g" 'f1} and of Lemma 2.3(2).

Replacing hit) by -hit) if necessary, and lettingl = [0, 1] for definiteness,
we may assume the existence of {~i}~=1 and {7)i}r~I' 11 ~ k, m ~ n + 1,
with

7)0 = °< 7)1 < ... < 7)m < 7)""+1 = 1,

such that

Ih(f) = (-l)i,

hit) = (-ly, 7), < f < 7)i+I ,

i = 0, 1, ... , k,

i = 0,1,... , m.
(4.2)

LEMMA 4.2. For hI(f) and hlt) as above, S-(hi ± h2) ~ min{k, m}, and if
k = m, then S-(hi - h2) ~ k - 1 = m - 1.

Proof The result is known, but. for completeness, we include a proof.
With no loss of generality, assume k ~ m. From the definition of hI(t),

i = 0, 1,... , k.

Thus S-(hi ± h2) ~ k = min{k, m}.
Assume k = m and ~I ~ 7)1' Since hI(t) - hlt) = ° on [0, ~I)'

S"(O,Ij(hi - h2) = S(gl'I)(hi - h2). However, hI(t) has k - 1 sign changes on
(~I , 1). Applying the previous result, the lemma follows.

LEMMA 4.3. IfS-(gI) = S-(g2) = 11, then ~i = 7), , i = 1,... , n.

Proof Since S-(hj) = S-(gj), j = 1,2, then S-(hi - h2) ~ n - 1 by
Lemma 4.2. From Lemma 4.1 it follows that hI(t) = h2(t) for almost all
t E [0, 1]. Thus ~i = 7); , i = 1,... , n.
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Lemma 4.3 is a restatement of the well-known fact that if {ul , ... , li,,} is a
T-system on (0, 1), then there exists a unique set of n points {q}~I' '0 =

o < ~I < ... < ~n < ~n+1 = 1, such that

i = 1,... , fl.

To prove Theorem 4.1, it remains to consider the case where at least one or
S-(h]\ S-(h2) is II + 1. Note that if S-(h j ) = S-( gJ = n + 1, j = 1, 2, theri
we cannot have Ih(t) = hlt) for almost aU tEO 1. This is a consequence of the
fact that there exists a unique (up to a multiplicative constant) nontrivial
linear combination of {ul , ... , Un , ep, if;} which changes sign at n + 1 given
points in 1, and it cannot be of both forms

n

gl(t) = ep(t) - L a;ui(t),
'i~1

and
11

glt) = If(t) - I b;u;(t).
i==l

LEMMA 4.4. Let hl(t) and h2(t) be as in (4.2). Thenfor each i = 1, ... , k -- 1.
there exists an 7Jj E (~; , ~;+1)'

Proof Assume that this is not the case. Replace hlt) by -h2(t), if
necessary, in order that hl(t) - h2(t) == °for t EO (~i ,tiC-I)' If i = 1, then
hl(t) - h2(t) has no sign change in (0, gg), while S{f3. 11(h] - h2) ::::;; k - 3 by
Lemma 4.2. Thus S{O,I)(hl - h2) ::::;; k - 2 ::::;; n - 1, contradicting Lemma
4.1. The analogous result holds for i = k - 1. Assume 1 < i < k - 1. Then
hI(t) - hit) has no sign change on (~H' gi+2), while S{O,fl_Jh1 -- h2) ::::;;
i - 2. and S(fi+2.1)(h l - h2) ~ k - i - 2. Therefore, S{O,llh] -- h2) ~

(i - 2) - (k - i - 2) + 2 = k - 2 ::::;; II - 1. a contradiction. The lemma
;s proven.

Proof of Theorem 4.1. If S-(gl) = S-(g2) =, n, the result follows from
Lemma 4.3. Assume this is not the case. Then Lemma 4.4 immediately
implies that the zeros of g](t) and g2(t) in (0, 1) strictly interlace. If 1== [0, 1),
and gl(O) = 0, then S-(gl) = ll, since g](t) has at most n + 1 zeros on J,
and thus S-( g2) = n + 1. The strict interlacing on I now follows. The same
reasoning applies if I = [0, 1] or I == (0, 1], and the theorem is proven.

A scrutiny of the proof of Theorem 4.1 reveals that the Tchebycheffian
property of {u] .... , Un , ¢, ljJ} has not been used except to establish a bound
on the number of sign changes of E1(ep) and E](ljJ). Hence the same proof
establishes the following.

THEOREM 4.2. Let {Ui};~] be a T-system on I, continuous on 1, and let ¢
and if; be linearly independent continuous functions on I such that EI (¢) and
EI(ljJ) vanish on sets ofmeasure°and change sign at no more than n --!.- 1 poims
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in I. Then either the two sequences ofpoints ofsign change strictly interlace, or
sgn EI(rp)(t) = sgn EI(if;)(t) for all t E int(I).

The results for p = 00 parallel those obtained for p E [I, 00). Note that
in this case we assume, in order that the best approximation be unique, that
I is closed. For the sake of ismplicity we set I = [0, I].

Let gI(t) and g~(t) denote the error functions in the best U' (Tchebycheff)
approximation to rp(t) and if;(t), respectively, from [ui , ... , un]' Thus gI(t) =
rp(t) - L;~I atu;(t), where

and glt) is analogously defined. As previously, we assume that {ui , ... , un}
and {ui , ... , Un , rp, if;} are both T-systems on I.

Remark 4.1. As noted in the introduction, one often considers Lro
(Tchebycheff) approximation with a weight function wet), where wet) is a
positive, continuous function on 1. Thus, IlfIILro(w) = max,vEI If(t)1 wet). If
{ui , ... , un} is a T-system, then {uIw, ... , UnH'} is a T-system, and all our results
maintain their validity.

The method of proof in the case p = 00 involves no more than a careful
zero counting procedure (cf. [5, Chap. 2]). The following definition facilitates
our exposition.

DEFINITION 4.1. LetfE C(I). We say thatf(t) equioscillates at k points
(or k - I times) if there exist k points, °~ ti < '0. < t

"
~ I such that

f(t i ) = (_1)i€ IIflloo, i = 1,... , k, where € is fixed, € = +1 or -1. If
€ = (-I)k, then we shall say thatf(t) equioscillates at k points with a positive
orientation. Otherwise the orientation is negative.

From the definition of gI(t) and g2(t), it follows that each has n or n + 1
zeros in I, and 11 + 1 or n + 2 points of equioscillation in I. We further
note that for each gi(t), i = 1,2, the zeros and points of equioscillation
strictly interlace, by a simple parity argument. We also show

THEOREM 4.3. Under the above assumptions,

(1) the zeros ofgI(t) and git) strictly interlace;

(2) the points of equioscillation ofgI(t) and glt) weakly interlace.

Remark 4.2. If {ui , ... , Un , rp, if;} is an extended Tchebycheff system of
order 2 (see Karlin and Studden [5, Chap. 2]), then it may be shown that the
points of equioscillation of gl(t) and glt) in (0, 1) strictly interlace.

The proof of Theorem 4.3 relies upon the following proposition which is
stated without proof. The proof, in a more or less complete form, may be
found in [5] and [9].
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PROPOSITION 4.1. Let 11,12 E C(l), and assume that 11(r) and 12(t) equi
oscillate at k and I points, respectively.

(1) 1/11/1Il",;:? Ilf211", , then

Z(f1 ±f2) ;:? k - 1.

(2) If f1(t) and 12(t) equioscillate with the same orientation, i = k, Cina

11/1 II", = :!/211", , then

Proof of Theorem 4.3. Let 0 :;;;;; t1 < ... < tic :;;;;; 1 and 0 :;;;;; Sl < .. <
Sl :;;;;; 1 denote the points of equioscillation of gl(t) and git), respectively.
Thus n --,- 1 :;;;;; k, I :;;;;; n + 2. Let us first note that k = I = n + 2 is
impossible. Assume not. From Proposition 4.1(2) it follows that
Z(gl - E~g2) ;:? n + 2, where ex = 11 glll",!11 g2 II", , and E = ±l is chosen so
that gl and ECXg2 have the same orientation. As gl - exg2 E [ul ,... , Un ,1>, 0],
we have Z(gl - Ecxg2) :;;;;; n + 1, a contradiction.

Let {~;}7:-: denote the zeros (sign changes) of gl(t) which strictly interlace
the {I;}L , i.e., 0 :;;;;; t1 < ~1 < 12 < ... < t'H < ~i:-1 < tIc :;;;;; 1. If gl(t) has
a zero to the left of t1 , we denote it by ~o , and if it has a zero to the right 0;
II.:, it is denoted by ~,,:. Similarly, let {'1')&:i denote the 1- 1 zeros of g2(r)
in (Sl , Sl) which must strictly interlace the {Sin, and let "flo and 'l}l denote the
possible additional zeros of glt), if they exist.

We first prove the strict interlacing of the zeros of gl(t) and g2(t). Note that
weak interlacing of the zeros is a result of the proven interlacing in V' for all
1 < p <::D. We need, however, a strict interlacing for which we provide
a direct proof.

Let us first assume that k = 11 --;- 1 and 1 = n +- 2. We wish to show that
7]1 < ~1 < 1]2 < ... < ~n < '1')n+1 and that if go or ~n71 exists, then go < 7h
or tn+l > '1')"+1' respectively. Note that n + 1 is a bound on the number of
zeros of g;(t), i = 1,2. Assume that there exists a j co {l,... , n} such that
(Y]j, "1]H) contains no ti .Thus gl :;;;;; '1')j < YJi-t-l :;;;;; ~171 for some 1= 0, L .., if

(where go = 0, tn+1 = 1). Since t l < ~l , [1-2 > gl+l , Sj < Y]j , and S;c-2 >
'lfJ+1' it follows that Z[O.nigl ± exg2) ;:? max{j - 1, I - 1} and ifj = i, then
thereexistsanE = ±1,flxed,forwhichZ[o,,,ig1- mg2);:?j = I. Similarly,

J.

Z("+,.!JCg1 ::':: cxg2) ?: max{n - j, n - 1- I}, and if j = l,c- 1, then there
exi~ts an E = ±1, fixed, for which Z(nj+1'1](g1 - Ecxg2) ? n - 1 = n - j + 1.
Furthermore, for a suitable choice of E = ±l, Z[nj,nJ+l](g1 - Ecxg2) ?: 2.
Now it is easily seen that the choice of E in all the cases is the same. Hence
Z[O,l]( gl -- Ecxg2) ;:? 11 + 2, a contradiction. Thus, 7)1 < ~1 < 'Y)2 < ,.. <
gn < 1]n+1 . Assume ~o exists. If ~o ;:? '1')1' then '71 :;;;;; [0 < ~1 < '1')2 and Ol1e

may obtain, by an appropriate choice of E = ± 1, that Z[o,<,)(gl - mg2) ?: 3,
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Since gl < t2 , gl < YJ2 < S3' and k = n + 1, I = n + 2, it follows that
Z(l',.1J{gl - ECXg2) )0 n - 1. Thus Zro.1l(gl - ECXg2) ~ n + 2, a contradiction,
and go < YJ1 • In a totally symmetric manner, gn+1 > YJn+1 if gn+1 exists.

It remains to consider the case k = I = n + 1. We first prove that YJ1 ¥ gl'
Assume the contrary. Since t1 , Sl < YJ1 = gl < t2 , S2 , it follows that, with
the proper choice of E, Zro.l',]C& - ECXg2) ~ 2 and Z(l'1'11(gl - Ecxg2) )0 n.
A contradiction ensues. Thus YJ1 # gl' and we may assume, without loss of
generality, that YJ1 < gl .

It is now necessary to consider two conceivable situations. First, we assume
that YJ1 < gl < YJ2 < .. , < YJj < gj < gj+1 ~ YJj+1 for some j. Since Sj,
tj < gj < g1+1 < t1+2' S1+2' we obtain, by the correct choice of E,
ZrO,l'j)(gl - ECXg2) ~ j, Zrl'j.l'ml(gl - ECXg2) ~ 2, and Z(l'i+l.1J{gl - ECXg2) ~
n - j, a contradiction. Now let us assume that 771 < gl < YJ2 < .. , < YJj-1 <
gj-1 < YJj < YJj+1 ~ gj. Choosing E so that &(t) and ECXg2(t) agree in sign
on (YJj, 771+1), we see that Z("i'''i+l)(gl - mg2) )0 2, and since Sj < YJj,
Zro,,,.)(gl - ECXg2) )0 j - 1, while tm > gj implies Z(l' .. ll(gl - ECXg2) )0
n - j. However, this does not provide a contradiction. Th~ contradiction is
obtained by noting that an additional zero of gl(t) - Wg2(t) must occur in
(YJj , tj+1]'

That go, 170' gn+1 or YJn+1' if they exist, exhibit the correct interlacing
properties follows in a similar manner. The proof of part (I) is complete.

It now remains to prove the weak interlacing of the points ofequioscillation
of &(1) and glt). The proof of this fact is similar to the proof of part (I).
Hence we only consider the case k = n + 1, I = n + 2.

We wish to prove Si ~ ti ~ Si+1' for i = 1,... , n + 1. Assume Sj > tj for
some j = 1,... , n + 1. From Proposition 4.1, Z[O,dgl ::1= cxgz) ~ j - I, and
Z[s ..11(gl ± cxgj) ~ n + 2 - j. Furthermore, fo~ some E = ±1, fixed,
Z[t;.S/gl - ECXg2) )0 1. A contradiction ensues if we have not, at t j or Sj,

counted a zero twice. In this case an additional argument is necessary.
We leave the details to the reader. Thus Si ~ t; for i = I,... , n + l. The proof
of ti ~ Si+1' i = 1,..., n + 1, is totally symmetric. Thus Si ~ t; ~ Si+1 ,
i = 1,... , n + 1.

5. ADDITIONS AND ApPLICATIONS

In this section we consider two general questions which lie within the
framework of the problem considered in the preceding sections. The first
question involves a direct application of the previous results, while the
second requires additional analysis. Moreover, in both cases, we are able to
deduce not only the interlacing of the zeros, but also the explicit manner in
which they interlace.
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1. As previously, let {ul , ... , un} and {ul , ... , Un , ¢, if;} be T-systems on I
and consider the best LP-approximation to ¢ and if; from [ul , ... , un]. Set
gl(t) = Ep(¢)(t) and g2(t) = Ep(if;)(t), and let us also assume here that
{ul , ... , Un , cb} and {u l , •.• , Un' if;} are T-systems on 1. It now follows from the
theorems of the previous sections that gl(t) and glt) each has exactly n zeros
in I which strictly interlace, except when p = 1, in which case glet) and glt)
have exactly the same zeros in I. (If p = 00, we assume I = 1.) We shall
prove the following result.

THEOREM 5.1. Under the above assumptions and if 1 < p < 00, the zeros
ofgit) lie to the right of the zeros ofgl(t). This result is also validfor p = CfJ

if1= 1.

Proof Let {gi}~=l and {7Ji}7=l denote the zeros of gl(t) and g2(t), respec
tively. Theorems 3.1 and 4.3 imply that either

(5.1)
or

(5.2)

We wish to prove that (5.1) obtains.
Let gl(t) be as above, and let h(t) = if;(t) - an+l¢(t) - L;~l aiu;(t) denote

the error function in the best LP-approximation to if;(t) from [ul , ... , Un , ¢}.
Thus h(t) has n + 1 zeros and as may be deduced from our previous results,
the n zeros of gl(t) must strictly interlace the n + 1 zeros of h(t). Observe
that h(t) is also the error function in the best LP-approximation of
if;(t) - an+l¢(t) from [ul , ... , un]. Let h(t; a) denote the error function in the
best V-approximation of if;(t) - a¢(t) from [ul , ... , Un]. Thus h(t; an+l) = h(t)
and h(t; 0) = g2(t). Now h(t; a) is a continuous function of a (since the best
approximation is unique), and the zeros of h(t; a) and gl(t) strictly interlace
for any a. Thus, as a goes from an+l to 0, one of the n + 1 zeros of !l(t) is lost.
Moreover, it is easily seen that it must be lost at an endpoint (since all zeros
of h(t; a) are simple). Since both h(t) and g2(t) are positive to the right of
their largest zero, it follows that the zero is lost at the left endpoint. Hence
(5.1) must hold.

Remark 5.1. Ifp = 00 and I = 1, then the points of equioscillation of i,z

he weakly to the right of those of gl .

n. The problem we shall now consider is rather different in character
and is derived from a problem of Lorentz [7], which was solved for all D',
1 ~ P ~ 00, by the first author, and subsequently solved in a more elegant
and simple form by Smith [12]. The problem is as follows.

Let {UJ~l be a Descartes system on [0, 1], i.e., {Ui
1

, ••• , Ui,} is a T-systern
on [0, 1J for all 1 ~ i l < ... < iT< ~ m and all k = 1,... , m. Given /1, find
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the n optimal functions Uj ,... , Uj , 1 :(; i1 < .. , < in < m, which best
1 II

approximate Um in LV. More explicitly we are interested in i1 ,... , in solving

n

. min. min II Um - L akuik II .
1<11 < ... < In <m a1,···,an k=l p

The following result may be proved.

(5.3)

THEOREM 5.2. Under the above assumptions, the mInimUm in (5.3) is
attainedfor {iI' i2 , ... , in} = {m - n, m - n + 1'00" m - I}.

The proof of this theorem is sufficiently simple and elegant to be reproduced
here.

Proof (Smith [12]). Let gJ~~l and Uk}:~1 be any two ordered sets of n
integers from {I,... , m -- I}, such that ik :(; j" , k = 1,... , n. Assume further
that the two sequences have exactly n - 1 common integers. Let vet) =
um(t) - L;=1 akuj/t) denote the error function in the best LV-approximation
to lim from [Ui ,... , Ui ]. By the Tchebycheffian properties v has n zeros and

1 n
ak(_I)"-I-n > 0, k = 1, ... , n. Let us construct the unique "polynomial"
wet) = um(t) - L:~1 bkUjk(t) which has the same n zeros as vet). Thus
b,l_I)k+n > 0, k = 1,... , n. Let {hk}~~~ = {i,JZ~1 U Uk}~~1 ,1 :(; hI < ... <
hn+l < m. Since v(t) - wet) = - L:~1 akUj/t) + 2:;=1 bkUjk(t) = L~:~ CkUn/t),
vet) - wet) has at most n zeros. Thus v(t), w(t), and vet) - wet) all have the
same n zeros which are all necessarily sign changes, whence I v(t)1 ~ [ zo(t) I
or I w(t)1 ~ I v(t)[ for all t E [0, 1] (with equality only at these same n points).
Let r be the largest integer p with hp ¢ {ik}~ nUkE'. By assumption it follows
that hI' E U,J~~I' Thus Cr+l = b,.. Since b,.(-1)"+1' > 0, it follows that
Cr +1(_I),.+n > 0, and thus ck+i-ly+n > 0, k = I,...,n + 1. The deter
mination of the orientation of the signs of the coefficients implies, with the
previous results, that I v(t)1 ~ I w(t)[ for all t E [0, 1]. Hence {Uik}~=1 is not
the best choice of functions. An inductive argument establishes the theorem.

Not only can we discern which n functions provide the best approximation
to U m from {u1 , ... , um - 1}, but we can also determine the pattern of the zeros of
the error function of best approximation.

THEOREM 5.3. Let {i1,... , in} and Ul ,... , jn} be two increasing sequences of
integers in {I,... , m - I} such that ik :(;jk' k = 1,... , n. Let v(t) = um(t)
L;~1 a",uiJt) and wet) = um(t) - L;~1 bkUjk(t) denote the error functions in
the best LV-approximation to umfrom [Ui

l
, ... , Ui"J and [Ujl ,... , Uj"J. respectively.

Let {~i}~1 and hi}~~1 denote the n zeros ofv and lV. Then gk < 1]k , k = 1,..., n.

To prove Theorem 5.3, it suffices to prove the following proposition.
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PROPOSITION 5.1. Let v, IV, {gi}~ and {1Ji}~ be as above. Assume that the
sequences {ik}~~l and {jk}%~l have n - 1 common elements. Then

(5.4)

Proof The novelty of the proof of the proposition is due to the fact that
the interlacing is not an immediate application of the results of Sections 3
and 4. In fact it is simple to verify that av + f3w may have as many as n + 1
zeros and as few as 11 - 1 sign changes in [0, 1]. This difference allows for
the possibility of nonnodal zeros which would invalidate the analysis of
Section 3. Hence, we first show that a nonnodal zero cannot occur and we
shall then, with minor modifications, apply the analysis of Section 3. For
ease of exposition, we shall prove the result only for p E (1, 00).

Recall that since vet) = um(t) - 2:;~1 a/'Ui/t) is the error function in the
best LP-approximation to un(t) from [u i , .... U; J, it follows that

1 n

( I v(t)IP-l (sgn vet)) Ui.(t) dt = 0,
·0

k = 1,... ,n.

Similarly rI W(t)IP-l (sgn IV(t)) Uj/t) dt = 0,
o

k = 1, .... 11. (5.6)

Let us assume, for ease of exposition, that ik = jk , k = 1,... , 11 - 1, and
in < jn < m. We wish to prove that av + f3w has no nonnodal zeros in (0, 1).
If ex = 0 or f3 = 0, then the result is immediate. We thus assume ex = l.

Let wet) = u,nCt) - 2:;=1 bkUj.(t). Then

(v -+ ,811')(t)

n-l

= (1 + f3) um(t) - f3bnujn(t) - anui,(t) - L: (f3h .. +- ah) Utk(t). (5.7)

(5.8)k = 1,... , n - 1.

We separate the proof into two cases:

Case 1. ,8?-1.
Since v and w each have 11 zeros (sign changes) and {ut}i" is a Descartes

system, (_l)k+n b." (_l)k+n ak > 0, k = 1'00" 11, i.e., the coefficients striclly
alternate in sign. In order that (v + f3w)(t) have n + 1 zeros, it is necessary
that its coefficients strictly alternate in sign. However, if f3 ? -1, then since
1 + f3 ? °and -an < 0, we cannot have strict alternation in the signs of the
coefficients, and Z(v + f3w) ~ 11. Now, if h(t) = Iv(t)IP-l(sgn v(t)) -+
i f31V(t)l1>-l sgn(f3w(t)), then as was seen in Section 3, the sign pattern of h(t)
and (v + f3w)(t) is identical. Furthermore, from (5.5) and (5.6),

rh(t) Utit ) dt = 0,
o

6+0/27/ 1 -2



16 PINKUS AND ZIEGLER

Thus h(t) has at least 11 - I sign changes. Hence n - I ~ S-(v + (3w) ~
Z(v + (3w) ~ 11, and v + (3w has no non-nodal zeros in (0, I).

Case 2. (3 < -1.
Since the coefficients of (v + (3w)(t) may now alternate in sign, we see that

Z(v + (3111) ~ 11 + I, while S-(v + (3w) ~ n - 1, from the orthogonality
conditions (5.8). Thus it seems possible that a nonnodal zero may occur in
(0, I). Let us assume that (v + (3w)(t) has a nonnodal zero. Since the leading
coefficient of (v + (3w)(t) is negative, and (v + f3w)(t) has n + I zeros, it
follows that (v + (3w)(l) < 0, i.e., the orientation is determined. Construct
the unique "polynomial" z(t) = Ui (t) - L:~~:~ dkUi (t) which has the same

·n k

n - I sign changes as (v + (3w)(t). Now z(l) > 0, by the choice of the
leading coefficient, so that

rh(t) z(t) dt < 0,
o

where h(t) is defined as above. Moreover from (5.8), and (5.5)

1 III h(t) z(t) dt = h(t) Ui,,(t) dt
o 0

= r I (3w(t)IP-l sgn((3w(t» Ui,,(t) dt
o

>0.

(5.9)

(This last inequality follows from the fact that sgn (3 = -I and since
jn-l < in < jn < m, then

rIW(t)IP-1 (sgn wet»~ Uin(t) dt < 0.)
o

However, this contradicts (5.9). Thus (v + (3w)(t) has no nonnodal zero.
Having proven the nonexistence of nonnodal zeros, we return to the proof

of the interlacing of the zeros of v and w. We follow the proof of Theorem 3.1.
The crucial ingredients there are Lemmas 3.1 and 3.2. Lemma 3.1 and
parts 0), (ii), and (iii) of Lemma 3.2 are immediate consequences of the above
proved facts. It rem!lins to consider case (iv) of Lemma 3.2. In the terminology
of Section 3, let gbe a point of sign change of wet) such that [+ = [- (finite),
and f = v(t)(w(t) is monotone in opposite senses on each side of g. Set
c = [+ = [- and assume, without loss of generality, that f(t) ~ c in a
neighborhood of g. Now vet) -- cw(t) has at least n - I sign changes in
(0, I), one of which is at g. Thus v(t) - cw(t) + EW(t) has, for E > °but
sufficiently small, at least n - 2 sign changes bounded away from g. Since
f(t) is monotone, in opposite senses, on each side of g, vet) - (c - E) wet)



INTERLACING OF ERROR FUNCTIONS 17

has a zero slightly to the left of g, a zero slightly to the right of g, and a zero
at g. Thus v(t) - (c - E) w(t) has at least n + I zeros in (0, 1). This implies
that the coefficients of vet) - (c - E) wet), and hence the coefficients of
vet) - cw(t), weakly alternate in sign (with the same sign pattern as would
prevail if vet) - cu{t) had n + I zeros). Moreover, vCt) - CiV(t) has exactly
n - I sign changes. Thus we are essentially in Case 2 and we now apply the
proof as given therein to obtain a contradiction. This proves part (iv) of
Lemma 3.2, and the remaining analysis of Theorem 3.1 holds, proving our
result.

We now know that the zeros of l' and H' strictly interlace. However, it
remains to prove (5.4), i.e., that they interlace in the given manner.

The functions vCt) and wet) depend on the parameter p. We shall indicate
this dependence by denoting them by vil) and wit), respectively. From the
uniqueness of best V'-approximation it may be seen that the zeros of V p and
W p are continuous functions of p. It thus suffices to prove the result for some
p E [1, w]. We shall prove it for p = e:t:;.

Each of Vex; and It'exo has n zeros and n -L 1 points of equioscillation and
each is positively oriented. Let lXO = II Vx; IIx;ill H',-:. ,lexo • Then Z(v x - ctoll'x) ?--=

11 + 1. Since Z(vx; - CXH'exl) :s;: 11 -l- I for any choice of Gc, it follows that
Z(vo: - ,.xoH'",) = n+- I. Now (v exo - O:oIVexl)(t) = U - .xo) Um(t) + Oi.ob"U j (t) 
GnU;.(t) + .... From the signs of the coefficients (which must alternate i; sign)
we see that if {ti}~:;l are the n + I ordered zeros of Vx; - Oi.o~l'x, then
(D", - G:owx;)(t)(-l)i+n > 0 for t; < t < [;+1' i = 1, ... ,n. Since t" < ~'"

1')n < tn+l' it follows that gn < YJn , and thus (5.4) holds for p = Cj'J and
hence for all p E [I, ex)]. The proposition is proved.
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